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AI Research Areas

Instructions
This document contains several AI ethics research areas, along with sample articles and
videos for each. For each area, we showcase a technology or industry using AI. We
present some use cases for that technology as well as cases of bias, ethical concerns, or
current issues that AI practitioners are working on! This is not a complete list, so use it to
help you get started before exploring beyond!
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Facial Recognition

Facial recognition software is a technology used to analyze faces. It can be used to
identify a specific person, recognize someone’s face, or simply detect if there is a face
present in an image. It works by surfacing patterns and characteristics from a large
training set of images – determining which features are most important (like width
between eyes, thickness of lips, etc). It’s used in lots of different ways, from unlocking your
phone to verifying your ID. However, it has been shown that facial recognition technology
has bias towards some races/genders over others.

Use Cases
🤳phone unlocking ✈airport security 🌏immigration check
📹theft detection 💅beauty filters 🖼image tagging

Examples of How This Technology Has Impacted Society

➔ Pros and Cons of Facial Recognition Technology
➔ Pros and Cons of Facial Recognition for Law Enforcement Video
➔ Video Analysis to Prevent Traffic Accidents

Ethical Considerations

➔ Gender Shades: Algorithmic Bias in Detecting a Face
➔ Wrongfully Accused by an Algorithm
➔ Facial Recognition at the Airport: Privacy and Racial Bias Concerns
➔ Software that monitors students taking exams perpetuates inequality
➔ Facial Recognition Mistakenly Matches 28 Members of Congress to Mugshots
➔ Digital Beauty Filters and Colorism

✨Spotlight Person: Joy Buolomwini
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https://www.itpro.com/security/privacy/356882/the-pros-and-cons-of-facial-recognition-technology
https://www.youtube.com/watch?v=RjmuEmUrJ4s
https://www.youtube.com/watch?v=P8It6_Sz-6k
http://gendershades.org/
https://www.nytimes.com/2020/06/24/technology/facial-recognition-arrest.html
https://www.wgbh.org/news/national/2023-06-16/facial-recognition-software-in-airports-raises-privacy-and-racial-bias-concerns
https://www.technologyreview.com/2020/08/07/1006132/software-algorithms-proctoring-online-tests-ai-ethics/
https://www.aclu.org/news/privacy-technology/amazons-face-recognition-falsely-matched-28
https://www.technologyreview.com/2021/08/15/1031804/digital-beauty-filters-photoshop-photo-editing-colorism-racism/


Social Media Recommender Systems
On social media, recommender systems play a large role in what we see. The algorithms
determine how content gets ordered, what ads are served to us, which content is
recommended, and which friends are suggested. Typically, these systems do this through
a combination of methods that take into account a user’s past behavior, user
demographics, and what similar users tend to like. From the news you see to the memes
you share, recommender systems play a role. However, there is increased concern
around how misinformation spreads online, and whether or not social media encourages
us into narrow `echo chambers’. There are also concerns about how social media content
impacts mental health and body image.

Use Cases
📱organizing newsfeed 🛍showing ads 💡recommending content
🙋suggesting friends 📰presenting news

Examples of How This Technology Has Impacted Society

➔ 10 Positive Effects of Social Media
➔ Social Media Activism for Marginalized Groups
➔ Benefits of Recommendation Systems for Business

Ethical Considerations

➔ When Algorithms Decide Whose Voices Are Heard
➔ Echo Chambers and Filter Bubbles
➔ Body Image and Social Media
➔ Diet Culture and TikTok
➔ Youtube Rabbit Holes and Misinformation
➔ What TikTok Does to Your Mental Health

✨Spotlight Person: Casey Fiesler
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https://fenced.ai/blogs/positive-effects-of-social-media/
https://www.youtube.com/watch?v=Z5VdgemGqeI
https://www.miquido.com/blog/perks-of-recommendation-systems-in-business/
https://hbr.org/2019/11/when-algorithms-decide-whose-voice-will-be-heard
https://edu.gcfglobal.org/en/digital-media-literacy/how-filter-bubbles-isolate-you/1/
https://www.apa.org/news/press/releases/2023/02/social-media-body-image
https://www.healthline.com/health-news/how-tiktok-perpetuates-harmful-diet-culture-among-teens-young-adults#Nutrition-experts-overshadowed-by-nutrition-influencers
https://www.brookings.edu/articles/echo-chambers-rabbit-holes-and-ideological-bias-how-youtube-recommends-content-to-real-users/
https://www.theguardian.com/technology/2022/oct/30/tiktok-mental-health-social-media


Applicant Tracking Systems

Large companies and universities receive thousands to even millions of applications a
year. Automated tools can help with such a large influx of applications. Also known as
Applicant Tracking Systems (ATS), these AI tools are a type of software that manages the
recruiting and hiring process, including job postings and job applications. Some of these
systems include automatic resume sorting or applicant selection. They typically work by
learning on successful past candidates as well as some criteria, to surface the
characteristics of a desirable candidate and search for those. However, there is evidence
that these tools have the potential to discriminate.

Use Cases

🔍background checks 📄sift through resumes 🎓 college admissions

Examples of How This Technology Has Impacted Society

➔ Helping Kids Get Into College
➔ Creating diverse, inclusive & transparent workplaces with AI
➔ Diversifying Hiring with AI

Ethical Considerations

➔ Objective or Biased?
➔ The Truth About Algorithms | Cathy O’Neil
➔ Hiring Tool Shows Bias Against Women
➔ Hiring Tool Biased Against Protected Classes
➔ AI and Bias in University Admissions
➔ Hiring Software and Disability

✨Spotlight Person: Cathy O’Neil
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https://www.dssgfellowship.org/project/getting-kids-into-college/
https://ai4good.org/what-we-do/workforce-diversity-ai/
https://orrgroup.com/diversifying-talent-pools-in-the-wake-of-new-york-citys-ai-bias-law/
https://interaktiv.br.de/ki-bewerbung/en/
https://www.youtube.com/watch?v=heQzqX35c9A
https://www.reuters.com/article/us-amazon-com-jobs-automation-insight-idUSKCN1MK08G
https://www.hireimage.com/blog/artificial-intelligence-in-hiring-and-discrimination/
https://www.ism.edu/ism-insights/ai-and-bias-in-university-admissions-3.html
https://slate.com/technology/2020/02/algorithmic-bias-people-with-disabilities.html


Insurance, Loan, and Financial Aid Approval Algorithms

AI can help us determine appropriate financial decisions, especially when caseloads and
needs are high. These systems tend to work similarly to Applicant Tracking Systems,
relying on a variety of different algorithms to learn from past data. For example, an AI
system could look at the history of who was awarded loans and who paid them back. It
can then use this data to predict who is most likely to pay back their loan on time, and
then can be used to decide who is awarded a loan. However, similar to ATS, these systems
can learn stereotypes or reinforce systemic biases by repeating cultural norms. This can
result in systemic barring of certain populations from accessing care, education,
opportunity, and financial independence.

Use Cases

🏦loan approval 💸financial aid allocation ⚕ insurance calculation

Examples of How This Technology Has Impacted Society

➔ Benefits of AI for Insurance
➔ AI Can Make Bank Loans More Fair
➔ AI Helping Students Apply for Financial Aid
➔ Enrollment Algorithms Pros and Cons

Ethical Considerations

➔ Understanding Algorithmic Bias and Financial Access (video)
➔ How AI is Biased in Loan Decision Making
➔ Is AI Entrenching Bias in Healthcare?
➔ AI and Enrollment Crisis (Financial Aid Algorithms)

✨Spotlight Person: Ruha Benjamin
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https://agentblog.nationwide.com/agency-management/technology/how-ai-is-transforming-the-insurance-industry/
https://hbr.org/2020/11/ai-can-make-bank-loans-more-fair
https://www.ecampusnews.com/campus-leadership/2020/03/04/ai-helps-students-find-financial-aid-for-college/
https://www.highereddive.com/news/colleges-enrollment-algorithms-aid-students/692601/
https://www.youtube.com/watch?v=aQbhQNc0SMk
https://www.forbes.com/sites/korihale/2021/09/02/ai-bias-caused-80-of-black-mortgage-applicants-to-be-denied/?sh=51976d1236fe
https://www.npr.org/sections/health-shots/2023/06/06/1180314219/artificial-intelligence-racial-bias-health-care
https://www.brookings.edu/articles/enrollment-algorithms-are-contributing-to-the-crises-of-higher-education/


Medical Software

AI has numerous applications for medicine, from detecting diseases to helping develop
new drugs. Hospitals are including AI in a variety of ways – computer vision that looks at
radiology scans, or algorithms trained on patient data that help determine health
insurance coverage. IBM even launched a project to use AI for cancer diagnosis. However,
there have been high-profile failures for many medical AI projects – from IBM’s cancer
diagnostics tool recommending fatal drug combinations to computer vision algorithms
failing to detect skin cancer for darker skin tones.

Use Cases

🩻 radiology 🏥insurance coverage 💊drug research 🚑ER triage

Examples of How This Technology Has Impacted Society

➔ Empowering Healthcare Providers in Kenya With Technology
➔ 5 Uses of Medical AI in 5 Minutes
➔ Using AI to Prevent Blindness
➔ Benefits of AI in Healthcare
➔ 5 Ways AI is Transforming Healthcare
➔ Personalization For Healthcare with AI

Ethical Considerations

➔ Bias Discovered in Widely Used Hospital Algorithm
➔ Bias in AI Skin Cancer Detection
➔ Human Bias Influences AI for Healthcare
➔ Bias in AI Models for Medical Applications
➔ Racial Bias in Health Care
➔ Where Did IBM go wrong with Watson Health?

✨ Spotlight Person: Ziad Obermeyer
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https://youtu.be/rHWFDxl27d0
https://www.youtube.com/watch?v=CStXwaFNoXM
https://health.google/caregivers/arda/
https://www.ibm.com/blog/the-benefits-of-ai-in-healthcare/
https://inside.battelle.org/blog-details/the-algorithm-is-in-5-ways-ai-is-transforming-medicine?keyword_session_id=vt~adwords%7Ckt~%7Cmt~b%7Cta~5327679944340289707&_vsrefdom=wordstream&source=google&medium=cpc&term=&creative=496274902983&campaign=Brand-Digital-Search-Ads-DSA-Grant&gclid=Cj0KCQjwmICoBhDxARIsABXkXlKuJuM9HlbaQsI0VoxKgsd37B_HUzBzHGs2C7fGZkLq7pNVTwcimDcaAnwUEALw_wcB
https://causalfoundry.ai/
https://www.youtube.com/watch?v=589O8esdVb4
https://healthcare-in-europe.com/en/news/ai-in-skin-cancer-detection-darker-skin-inferior-results.html
https://www.boozallen.com/c/insight/blog/ai-bias-in-healthcare.html
https://www.nature.com/articles/s41746-023-00858-z
https://nihcm.org/publications/artificial-intelligences-racial-bias-in-health-care
https://qz.com/2129025/where-did-ibm-go-wrong-with-watson-health


Voice Recognition and AI Assistants

Over the past decade, AI voice assistants have increasingly become part of our daily lives.
From “Hey Siri?” to “Alexa!”, voice recognition technology has advanced to being able to
process speech in real time. These technologies not only add convenience, but also boost
accessibility for those who face barriers with accessing screens, text entry, or performing
screen gestures. However, there are a few ethical considerations to take into account
when it comes to voice recognition and assistants – some people critique how most voice
assistants are marketed as female, and are concerned about the privacy risks of a
technology that is always listening. Further, these voice assistants tend to make more
errors or misunderstandings for speakers with accents or African American Vernacular
English (AAVE).

Use Cases

♿Accessibility 🏠Smart Home 🗨Translation 🤹Play

Examples of How This Technology Has Impacted Society

➔ Learn to Read with the Power of Voice
➔ Project Relate: Bridging Communication Gaps
➔ How Voice Assistants Improve Accessibility

Ethical Considerations

➔ Privacy Risks of Voice Assistants
➔ Voice Assistants Don’t Recognize Voices Equally
➔ Voice Assistants All Sound the Same

✨Spotlight Person: Michael RunningWolf
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https://readalong.google/
https://sites.research.google/relate/
https://www.soundhound.com/voice-ai-blog/how-voice-assistants-improve-accessibility/
https://www.theguardian.com/technology/2019/oct/09/alexa-are-you-invading-my-privacy-the-dark-side-of-our-voice-assistants
https://www.theverge.com/2020/3/24/21192333/speech-recognition-amazon-microsoft-google-ibm-apple-siri-alexa-cortana-voice-assistant
https://www.ajl.org/voicing-erasure


Generative AI

A lot of what we refer to as “AI” is specifically generative AI: a type of artificial intelligence
technology that can produce various types of content, including text, imagery, audio and
synthetic data. Examples of this include ChatGPT for language, and image generation
software like Midjourney or Dall-E for images. These technologies are trained on massive
amounts of data, either text or images, and use patterns in the data to generate new
content. However, this has implications for the credibility of the content we see –
generative AI can make news stories that never happened, even generate video of
politicians saying things they never said. Generative AI is also prone to bias, reinforcing
stereotypes about race, gender, disability, and more.

Use Cases

🤖Chatbots🎨Art 🎶Music 🔍Information Search
📰News 🎮Games Personalized Content Education

Examples of How This Technology Has Impacted Society

➔ How to Harness Generative AI for Social Good
➔ ChatGPT for Therapy

Ethical Considerations

➔ Personalized Disinformation Made by AI
➔ Generative AI Images Reinforce Stereotypes
➔ Joy Buolomwini Talks About Generative AI
➔ Is AI Stealing from Artists?
➔ What are Deepfakes?
➔ Bias in ChatGPT

✨Spotlight Person: Emily Bender
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https://blog.candid.org/post/harnessing-generative-ai-for-good-social-sector/
https://www.youtube.com/watch?v=NHCCRrlcJQc
https://www.wired.com/story/generative-ai-custom-disinformation/
https://www.bloomberg.com/graphics/2023-generative-ai-bias/
https://www.youtube.com/watch?v=6auSKQ-lASA
https://www.newyorker.com/culture/infinite-scroll/is-ai-art-stealing-from-artists
https://www.webwise.ie/news/explained-what-are-deepfakes/
https://www.insider.com/chatgpt-is-like-many-other-ai-models-rife-with-bias-2023-1


Risk Scores for Vulnerable Populations

AI can be used to help us make sense of risk. For example, given previous diagnoses, age,
and some other data, can we determine how likely someone is to need hospital treatment
this year? AI would be able to give us a likelihood of that risk. We also use it to determine
the risks of criminal activity, child neglect, security threats, or even detecting the
possibility of a student having a learning disability. This is done using a variety of
algorithms that use past data to surface patterns and probabilities around risk. However,
some of these systems are more invasive and incorrect than they are useful. They
perpetuate bias, mistakenly accuse people, and can prevent people from getting
opportunity and access.

Use Cases

🚸Child Welfare ⚖ Criminal Justice 🔐Assessing Security Risk
📚Detecting Learning Disabilities 🤝Social Scoring 🚑Health Risk Scoring

Examples of How This Technology Has Impacted Society

➔ Reducing the Risk of Houselessness with AI
➔ Can AI Help Homelessness?
➔ AI to Support Better Outcomes in Juvenile Justice

Ethical Considerations

➔ Machine Bias: Arrest and Risk Scores
➔ How They Analyzed the Machine Bias
➔ “Social Scoring”
➔ AI Bias in Child Welfare
➔ AI Assumes Disabled People are Neglectful Parents
➔ It Matters How AI Communicates Risk
➔ Disability Exclusion
➔ AI Decisions Aren’t ‘Objective’

✨Spotlight Person: Renée Cummings
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https://www.dssgfellowship.org/project/reducing-the-risk-of-homelessness-through-prioritized-distribution-of-rental-assistance-resources/
https://www.homelesshub.ca/blog/can-artificial-intelligence-help-end-homelessness
https://www.youthcenter.net/newslanding/news/june-2023/ai-in-juvenile-justice-software
https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
https://www.propublica.org/article/how-we-analyzed-the-compas-recidivism-algorithm
https://www.technologyreview.com/2022/11/29/1063777/the-ai-myth-western-lawmakers-get-wrong/
https://fortune.com/2023/01/31/ai-algorithm-child-welfare-pitsburgh-justice-department/
https://apnews.com/article/child-protective-services-algorithms-artificial-intelligence-disability-02469a9ad3ed3e9a31ddae68838bc76e
https://news.mit.edu/2022/when-subtle-biases-ai-influence-emergency-decisions-1216
https://www.forbes.com/sites/forbestechcouncil/2023/05/09/algorithmic-diversity-mitigating-ai-bias-and-disability-exclusion/?sh=505dcba4417d
https://www.youtube.com/watch?v=jWlph-miXqQ


Environment

AI is being successfully applied to help our environment! From forecasting natural
disasters to protecting oceans and biodiversity, AI can help us with environment and
sustainability challenges. However, creating AI models actually has an environmental cost
of its own. Something you may not realize is that anything we do with AI relies on physical
computers, which require energy to run. While AI can help us with sustainability, we also
need to be aware of the carbon footprint of training large AI algorithms, which may
increase greenhouse gasses and cause the global temperature to rise.

Use Cases

🌊Forecasting Natural Disasters 🌳Monitoring Biodiversity Decline

📈Predicting Climate Change 🦺Helping People Stay Safe in Weather Events

🗑 Detecting Pollution 🐟 Supporting Wildlife

Examples of How This Technology Has Impacted Society

➔ Forecasting Floods with AI
➔ Helping People Adapt to Heat Waves
➔ Tackling Environmental Challenges With AI
➔ Protecting Bio Diversity with AI
➔ 4 Ways AI Can Help Tackle Climate Change Video

Ethical Considerations

➔ The Carbon Footprint of Training AI
➔ Environmental Costs of AI Video
➔ Pros and Cons of AI For the Environment
➔ Using Water to Train AI Models during a Drought

✨Spotlight Person:
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https://sites.research.google/floodforecasting/
https://blog.google/outreach-initiatives/sustainability/extreme-heat-support/
https://www.unep.org/news-and-stories/story/how-artificial-intelligence-helping-tackle-environmental-challenges
https://www.dhigroup.com/projects/earth-observation-technology-helps-protect-blue-carbon-ecosystems
https://www.youtube.com/watch?v=mvUPj2WbuKc
https://earth.org/the-green-dilemma-can-ai-fulfil-its-potential-without-harming-the-environment/
https://www.youtube.com/watch?v=q78KYBps-zY
https://insights.grcglobalgroup.com/the-environmental-impact-of-ai/
https://futurism.com/critics-microsoft-water-train-ai-drought

